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Abstract. This paper aims to present ideas and solutions, fostering discussion on how to get advantage 
from annotating video with the support of automatic human motion recognition. This work arises in the 
context of previous activities carried out with dance professionals, where a Web annotator called 
MotionNotes was created and tested. This tool has a feature which makes possible to work with real-
time human pose estimation. Users were able to identify and recommend several scenarios in which 
they considered that motion analysis could be a very important asset in video annotation. Video 
background subtraction to focus on motion and specialized motion annotations are two new features 
presented in this paper. We strongly consider that integrating different perspectives to analyse data and 
interact with them is the best path to take advantage of automatic motion recognition on video. 
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1. Introduction 

Applications that provide users with multimodal interaction [1] for creative processes are usually agnostic 
about media content, being unable to recommend tailored elements that may be useful to improve 
productivity or creativity [2, 3]. In order to create a connection between the software features and 
multimedia data, it is necessary to design models and develop techniques to implement intelligent 
interactive tools [4]. 

MotionNotes [5, 6] is a Web-based multi-platform video annotator to support multimodal annotation 
that can be applied to several working areas, being designed to assist the creative and exploratory processes 
of both professional and amateur users, working with a digital device for personal annotations. This tool 
implemented a motion detection system, which works in real-time, achieved through the application of 
machine learning techniques [7, 8]. 

The idea for this paper came from informal discussions carried out in MotionNotes test sessions. The 
evaluation group was composed of seven elements aged between 19 and 52 years old, all with a professional 
dance background. Several users have reported an acceptable performance in terms of identifying body 
parts. However, it was also reported a lack of motivation in using the motion feature while doing the regular 
annotation work, i.e., an increase of performance or creativity was not obvious, as it was initially expected. 
Several ideas have been discussed with one goal in mind, to make the best use of this motion capture 
functionality. Everyone agreed with the necessity to add more features and options on top of motion 
tracking. It was then proposed the possibility to save all the coordinates identified in the video, i.e., each 
pose of all body parts from every person, kept for later analysis. By having the information processed and 
stored, the creation of new analysis and annotation scenarios could be possible, as described in the next 
chapter. 

2. Scenarios for Human Motion Analysis 

The first scenario proposed by some volunteers was the background subtraction. This means, for instance, 
reproducing the body parts motion, on a skeleton format, in the same timeframe as the source video, but 
with a clean background. On top of that, it was suggested the possibility to select the skeleton colour, 
background colour and audio activation. 

Regarding the second scenario, it was based on the idea of having a special type of annotation associated 
to the movement. This type of annotation should be optional and could be activated or deactivated 
depending on motion tracking status. In this scenario, users could concentrate only on movement in a 
specific annotation iteration, leaving other elements for future work. 

These two scenarios would require several changes in terms of software structure. Currently, there is no 
mechanism or structure to store motion. Therefore, there are no communication channels between the 
application and the server that allows this type of information to be transported over the Web. The user 



interface also needs several improvements to be able to interact with the new features. In this paper, we 
propose a first conceptual architecture to support these two scenarios. 

It is crucial to develop a conceptual model to support human motion data. Consequently, it is possible 
to recognize the clear necessity for an entity to support the “motion” contained in the video. This motion 
will consist of several “poses” that were identified during the analysis. Therefore, a support for all 
coordinates “points” for each body part must be created, and each point also needs to contain a detection 
certainty score and the information regarding which body part is being saved (Figure 1). 
 

 
Figure 1- Conceptual model to support motion. 
 

This structure will make possible the storage and processing of data to better inform users about human 
motion. With the implementation of this feature, it will be possible to hide what is happening in the video 
background and continue reproducing the human motion contained in it. A first test version of the system 
can be seen in Figures 2 and 3, where on the first one is the standard version. The second one illustrates the 
same pose with background subtraction. 
 

  
Figure 2- Pose estimation with background  Figure 3 – Pose estimation with background subtraction 

3. Conclusion 

This paper describes new scenarios to improve the motion tracking feature, which is part of a tool called 
MotionNotes. These innovations result from several discussions and suggestions collected in meetings with 
dance professionals. Technical developments are being carried out with the objective of implementing the 
required interaction. It was necessary to study a new structure for transport, storage, and processing of 
motion tracking, which was described above. This new platform opens horizons and creates bases for future 
proposals, such as the motion correction by the application user while doing the annotation work, for 
instance. The evolution of this tool will soon be available to a group of volunteers to measure the impact of 
these new features.  

Apart the specific case of identifying and using the motion to enrich user experience, we have the strong 
conviction that applying other Artificial Intelligence techniques will have a significative impact on the 
Human Computer Interaction area for creativity solutions in the near future. We are studying and working 
on new approaches to make the software interface and interactions more intelligent to improve productivity 
and even foster users’ creativity. 
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